http://ijims.ms.tku.edu.tw/main.php

International Journal of

Information International Journal of E 1) f\l S

and

Management Information and Management Sciences

Sciences
—_—— 34 (2023), 327-342. DOI:10.6186/1JIMS.202309 _34(4).0005

PHWordSet: the Chinese Sentiment Lexicon for Emotional Analysis of Public
Health Emergencies

Wei Shz'l, Guang-cong Xm327 Yue Fu'*
! ZheJ iang Ocean University and ? Huzhou University.

Keywords Abstract

Sentiment lexicon; network In this paper, we propose a method to automatically
public opinion; Word2Vec; construct a target-specific sentiment lexicon. The core of
label propagation our method is a unified framework that incorporates three

kinds of methods for sentiment lexicon construction, i.e.,
seed emotional words are extracted from the existing
general sentiment lexicon, candidate emotional words are
extracted by calculating cosine similarity based on the
Word2vec model, and candidate emotional words are
extracted from large-scale public opinion corpus based on
syntactic relationship. To avoid random propagation of
label information, the LeaderRank algorithm is introduced
to calculate the emphasis degree between nodes and update
the emotional information of words in a certain order.
Finally, the PHWordSet (sentiment lexicon of public health
public opinion) is obtained. A test set containing 2000
public health data is randomly constructed, and the
experimental results on the constructed public health
dataset prove the effectiveness of this method.

1. Introduction

As an important emotional resource, sentiment lexicon plays an important role in sentiment
analysis tasks with different granularity, such as words, phrases, attributes, sentences and text
levels (Chauhan & Meena, 2020). The sentiment lexicon can be divided into general sentiment
lexicon and domain sentiment lexicon according to its applicability (Fan et al., 2018). General
sentiment lexicons, such as General Inquirer (GI) and SentiWordNet, are mainly constructed
manually or semi-automatically, which are difficult to cover different fields of emotion words,
and their domain adaptability and reliability are limited. The domain sentiment lexicon is a
sentiment lexicon tailored to the content of a specific domain, with clear pointing. It adds
domain-specific words to the general sentiment lexicon and rearranges the categories or polarities
of words (Gupta et al., 2020; Chua & Banerjee, 2016). Therefore, many researches focus on the
automatic construction of domain sentiment lexicons. One kind of methods is to use semantic
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knowledge base to expand the sentiment lexicon. This kind of method mainly uses a group of
words with known polarity as the seed set, and judges the emotion tendency of unknown words
through the semantic relationship in the knowledge base. It can easily and quickly expand the
sentiment lexicon, but there are also problems such as relying on semantic knowledge base and
limited lexicon coverage.

In order to solve the above problems, this paper proposes a sentiment lexicon construction
method based on label propagation. This method obtains candidate emotion words by using
Word2Vec model to train word vectors on the corpus and analyzing the relationship between
words in sentences, and constructs a graph network based on the similarity between candidate
emotion words and seed words, and uses label propagation algorithm to mark the emotional
polarity of candidate words, and finally expands to obtain a sentiment lexicon suitable for public
health research.

2. Literature Review

The construction of the sentiment lexicon is an important basis for emotional analysis. At
present, foreign emotional classification research has achieved good results, thanks to the
convenience of English words in emotional analysis tasks and a large number of English data
sets, such as English general sentiment lexicons General Inquirer (Zeng et al., 2019) and
SentiWordNet (Soumya & Pramod, 2020). Due to the variability of Chinese sentences, the
multiplicity of word meanings, and the lack of data sets, domestic emotional classification
research started late. In recent years, the Chinese general sentiment lexicon has also made good
progress, such as the HowNet sentiment lexicon (Qi et al., 2021), which includes public domain
emotional words, negative words and degree words, DLUT-Emotionontology (Wang et al., 2022)
with the attributes of emotional category, emotional polarity, and emotional intensity, and the
NTUSD (Jiawa et al., 2021) simplified Chinese polarity sentiment lexicon based on the binary
division of text emotion. The word polarity of the general sentiment lexicon will not change
with the change in the field of sentiment analysis. Although it has the advantages of large scale
and high accuracy, there may be polysemy in different fields (Wang et al., 2022). Therefore, the
construction of a sentiment lexicon for specific fields has become the focus of academic attention.
At present, the construction methods of domain sentiment lexicon mainly include seed word-
based method and corpus-based method.

The method based on seed words is to carry out communication construction based on seed
words. (Shunli & Xiangxian, 2016) combined multiple general sentiment lexicons, selected
various emotional seed words according to the calculated emotional word frequency, expanded
the candidate words through the synonym forest, and calculated the emotional polarity of the
candidate words by using the improved SO-PMI algorithm to build a sentiment lexicon for the
Chinese book review. This method improves the problem of data sparsity caused by too low
word frequency. In terms of word vector training, the biggest feature of a word vector is to
represent the semantic information in the form of a vector distributed. When constructing the
sentiment lexicon, the cosine similarity between word vectors is usually calculated to extract
candidate emotional words (Li & Fan, 2019). To better analyze the emotions of investors in the
financial field, Oliveira et al. (2016) takes the stock market platform StockTwits comment data
as the corpus, selects the representative words in the stock field as the seed words, and constructs
a sentiment lexicon for the stock market field. Chen & Chen (2020) introduced the Word2vec
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model to extract high-frequency candidate emotional words, combined with the basic sentiment
lexicon, degree adverbs, and negative words constructed earlier to generate the stock market
sentiment lexicon and used the improved simulated annealing algorithm to optimize the
emotional index of words and improve the performance of the stock market sentiment lexicon.
These sentiment lexicons are closely related to their application fields and have good domain
specificity.

The corpus-based method is based on a large-scale comment corpus, obtains candidate
emotional words according to the co-occurrence relationship and context of words in the corpus,
and continuously reduces the candidate set for lexicon construction by calculating the emotional
value and emotional intensity of words. For example, because of the limited coverage of health-
related terms in the general sentiment lexicon, Asghar et al. (2016) proposes a hybrid method
to build a sentiment lexicon for the medical field based on the guiding concept, SWN technology,
and large-scale corpus and uses TF-IDF to update the affective intensity of emotional words.
Cui et al. (2018) used PMI-IR and SO-PMI methods to extract emotional words from the large-
scale fire public opinion event comment corpus to construct the original word set and combined
with the general sentiment lexicon, the original word set, and the network language sentiment
lexicon to construct the fire emergency network public opinion sentiment lexicon. (Zhong et al.
(2016) used the association rule algorithm to extract and identify the emotional words and
evaluation objects in the music commodity comment information corpus and obtained a strong
association relationship between the candidate emotional words and the evaluation objects by
constructing the association rule transaction set and semantic relationship tree, introduced the
random walk model and mixed correlation to judge the polarity of unknown emotional words
and effectively constructed the sentiment lexicon in the music field based on the quantitative
model of the emotional tendency of emotional words. Based on the ultra short comment data
set.

Based on the above findings, there are still some problems in the construction of sentiment
lexicons: 1) there is little research on sentiment lexicons in specific fields, especially in the field
of public health public opinion; 2) In practical application, the features of the social network
platform, such as colloquialism and non-standard expression of words, cause many difficulties in
the extraction of emotional words; 3) Emotional words have different emotional polarity in
different fields, and some words even express the opposite meaning.

To solve these problems, this paper combines the Word2vec model, dependency parsing and
label propagation algorithm to build a public health sentiment lexicon. Firstly, seed words are
extracted from the existing sentiment lexicon. Secondly, the Word2vec model and dependency
parsing are used to expand candidate emotional words from the large-scale corpus. Then label
propagation algorithm and the LeaderRank algorithm are introduced to label the emotions of
unknown emotional words. Compared with the existing general sentiment lexicon, the domain
sentiment lexicon constructed in this paper has better emotional classification performance.

Research design and process

The construction process of sentiment lexicon in this field is shown in Figure 1, which
mainly includes five parts.
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Data preparation

Access to public health public Data Construction of public health event
opinion event corpus preprocessing network public opinion corpus

Construction of emotion seed lexicon

Extracting seed words from fuzzy | | Annotation seed | | Mark the category, part of speech
Emotion Ontology word properties and intensity of emotion

Extraction of candidate sentiment words

\—v Candidate emotional word set J

Tagging candidate emotion words

; Word2Vec model Dependency parsing E
E Update stoplist Pyltp module
E Word vector representation Get different part of speech collections ;
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Sentiment |exicon of public health public opinion

Figure 1 The flow chart of domain sentiment lexicon construction



PHWORDSET: THE CHINESE SENTIMENT LEXICON FOR EMOTIONAL
ANALYSIS OF PUBLIC HEALTH EMERGENCIES 331

3.1 Construction of corpus

This paper mainly collects the microblog and its comment data related to public health
events as the online public opinion corpus. Firstly, public opinion events are screened according
to the social hot spot aggregation platform. The selected types were “society” and “disaster”,
and the selected time was “2015-2021”. Some public health events after retrieval are shown in
Table 1.

Table 1 Some public health public opinion events from 2015 to 2021

Time

(Year) Public Health Events

At3E pm2.5(Beijing PM 2.5) ~ HiiM/NEE SRS 2 (Hangzhou primary school
2015 nutritious lunch had ever considered) ~ T EFAZ A A 1 E (One thousand tons of
smuggled frozen meat into China)

E5if13E (Poison runway) ~ R II# 3544 (Shanghai fake milk powder) ~ B JORE 1“4 01 44
2016 (Chongging vaccine transfer package) ~ Z=J7 I il B (Medical waste is made into
tableware)

TR Al 4542175 (Tuberculosis epidemic situation in Hunan) ~ & #g 4 H3 FRIFRE(H3

2017 influenza A outbreak in Hong Kong) - Petya #ZZ i E¢kE & (Petya blackmail virus outbreak)

sogs  EFRAEE LG5 (Poisoning in kindergartens) « RAESUNRELII 4L Fujian C9
leakage accident) ~ FEEHINAHIZ IEPNIE G (African swine fever confirmed in Jizhou)

2019 BT EE (Novel coronavirus) ~ KR4 B IR 25 (Students in Tianjin infected with

norovirus) ~ Hil & IRE &4 JFNIEIE 7 (African swine fever occurred in Gansu province)

BYE B BT R 2 MR 4l (First case of novel coronavirus variant in Taiwan) ~ & B
2020 A SR R Y 9] (Cases of variant novel coronavirus infection found in Shanghai) ~ #r5
i RAET- L E 48 SARS(COVID-19 has already surpassed SARS in the number of deaths)

IR R B E 15T it 28 2850k (The first new coronavirus variant found in Shandong) ~ /b HiER

2021 B AR5 £ 4 (Clenbuterol mutton appeared in Hebei)

Then, the filtered public health events were retrieved based on the Sina Weibo platform,
and the Python crawler was used to crawl the comment data of public health events. Each
comment data crawling field includes user ID, comment time, primary comments, secondary
comments, and other information, and a total of 620128 comment data were obtained. Secondly,
as a kind of User Generated Contentdata, microblog comments contain more noise interference
information, so it is necessary to clean the microblog data. This process mainly includes
removing the forwarding information (forwarding microblog), reply information (reply @),
mention of users (@), topics (#... #), emoticons, URL links, picture comments, and other
information, and finally 317838 microblog comment data are obtained.

3.2 Construction of emotional seed lexicon

Because the selection of seed words affects the accuracy of the sentiment lexicon and the
particularity of the field of public health events, we should choose the words with significant
emotional tendency and unique when selecting seed words. Fuzzy emotion ontology (Shi & Fu,
2021) is a sentiment lexicon based on HowNet for online comments according to the fuzzy
attributes of natural language and emotion. It divides emotion into eight categories: expectation,
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happiness, love, surprise, anxiety, sadness, anger, and hate. Fuzzy emotion ontology includes
fuzzy emotional word ontology and fuzzy evaluation word ontology. Among them, fuzzy
emotional word ontology contains 2090 words expressing emotion, while fuzzy evaluation word
ontology contains 6862 words expressing their views or positions.

First, count the frequency of emotion words of each emotion category in the public health
event network public opinion corpus, and extract the top 10 words as the seed words of each
emotion category; Secondly, we label the selected emotional seed words with emotional
attributes, which mainly include emotional category, part of speech and emotional intensity.
The traditional sentiment lexicon divides the polarity of emotion into positive, neutral and
negative. This paper follows the classification of sentiment in the fuzzy emotion ontology. The
positive emotion category includes expectation, happiness, love and surprise, and the negative
emotion category includes anxiety, sadness, anger and hate; Part of speech includes noun, verb,
adjective, adverb and idiom; The intensity range of positive emotion words is [1,4], and the
intensity range of negative emotion is [- 4, - 1]. The larger the number is, the stronger the
emotion intensity is.

Because the emotional attribute has a certain human-centered view, the method of multi-
person labeling is adopted, that is, three different labels label the same unit. When the label
results of two people are consistent, the scheme is adopted for labeling; When the labeling results
are inconsistent, the most consistent scheme will be adopted in combination with the labeling
results of the third labeling person. The final emotion seed words are shown in Table 2, and
each emotion word is saved in the form of triple.

Table 2 Some seed emotional words and their attributes

EI\I;\?SSEM Attributes EI\I;‘?SSEM Attributes EI\I}I&?(;?ZSM Attributes
(ei;?)teiit) [expectation, verb, 4] (iff) [love, verb, 2] (gj:?\i ) [sadness, noun, -2|
(Wzl/)z%ne) [expectation, verb, 4] (f;i‘rl) [surprise, noun, 1] (aclEIZ?Ee) [anger, verb, -3]
(zﬁji) [happiness, verb, 3] ((/lrffft) [surprise, verb, 1] (Szrﬁigls) [hate, adj, -4]
(céﬁih) [love, verb, 2] ( diﬁiis) [anxiety, verb, -1] (igfl;de) [hate, verb, -4]

3.3 Extracting candidate emotional words based on the Word2vec model

The process of representing text data as word vectors is called word embedding. In 2013,
Google released the Word2vec model(Mikolov et al., 2013), an open-source word embedding tool
based on deep learning. The model includes a two-layer neural network to represent words in
high-dimensional vector space in the form of word vectors, to predict the similarity between
words. This paper uses the skip-gram model in word2vec to construct the word vector. The
word vector dimension is set to 128, the word nearest neighbor window is set to 5, and the
minimum word frequency of the word vector is 5.
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Combined with Baidu stop word list, Harbin Institute of technology stop word list, Sichuan
University stop word list, and Jieba stop word list, the user-defined stop word list is obtained.
Remove more meaningless conjunctions and modal particles, such as “#y”, “Uff”, “0f” N2> and
other words, because removing these words has no practical impact on the textual sentiment
analysis. 3137 stop words are obtained after the above operation. Finally, Chinese word
segmentation is carried out on the corpus data, and the word vector representation of each word
is obtained through model training. The cosine similarity between the segmented word and the
seed word is calculated, and the words greater than the set similarity threshold are extracted as
candidate emotional words. The cosine similarity calculation formula is shown in formula 3.1.
Wordl and word2 represent two words respectively, which are mapped into an n-dimensional
vector after word2vec model training, n represents dimension, and wordli and word2i represent
the value of its dimension respectively.

S 41 42) = L, wordl;word2;
1My, 2y (Wor ,word2) = \/Z?zl WOI‘dliz \/Z?zl WOI‘dZiZ (3.1)

3.4 Extracting candidate emotional words based on dependency parsing

Dependency parsing is an important task in natural language processing. Its goal is to
describe the relationship between each unit afterword segmentation, so as to find the
corresponding relationship between comment object and emotional word. These relationships
include subject-predicate relationships, verb object relationships, inter-object relationships, and
so on, but there is only one core relationship in the sentence. There are two main ways to realize
dependency parsing: graph-based dependency parsing and transfer-based dependency parsing.
The former uses the algorithm to obtain the maximum spanning tree (MST) as the dependency
tree, while the latter uses the machine learning model to predict and construct actions according
to some features of the sentence, and the computer assembles the correct dependency tree
according to these actions(Pan et al., 2019).

Common syntactic analysis tools include Stanford parser, FoolNLTK, and the language
technology platform (LTP) of Harbin Institute of technology. Among them, the language
technology platform (LTP)(Che et al., 2010) developed by the social computing and information
retrieval research center of Harbin Institute of technology provides richer and more accurate
Chinese natural language processing tasks such as Chinese word segmentation, part of speech
tagging, named entity recognition, dependency syntactic analysis, semantic role tagging and so
on. Based on the open-source Pyltp module provided by LTP, this paper analyzes the
dependency syntax of the corpus of public health public opinion events. Firstly, part of speech
tagging is carried out for the results of corpus word segmentation (see Table 3 for the relationship
of part of speech tagging), and then the tagged words are summarized into the corresponding
set according to part of speech. After obtaining different parts of speech sets, with the help of
the concept of “ X (sememe)” proposed by HowNet, the sememe similarity between words and
seed words in verb set, object set and attribute set and the sememe similarity of two words in
parallel set are calculated respectively, and words greater than the set threshold are extracted
as candidate emotional words. The calculation process of sememe similarity is shown in formula
3.2, where Sim (S1, S2) represents the similarity between two sememes, and the value range is
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0 ~ 1(The larger the value, the higher the similarity between the two sememes), dis (S1, S2) is
the distance between the two sememes, and Min (depth (S1), depth (S2)) is the smaller value
of the depth of the two sememes.

Table 3 Part of speech relations

Label Relationship Type Example
<oy TRRA BN (R

(predicate relations ) (I'm afraid of the epidemic [I <- afraid])
voB e HHIIAES (1<t

(verb-object combination ) (I'm afraid of the epidemic [afraid <- epidemic])

o s B s (B3 <

(attribute and center ) (Daily epidemic prevention [Daily <- prevention|)

( parallel relations ) (Don't panic and relax [panic <- relax])

Min(depth(S,), depth(S,))
Min(depth(S;), depth(S,)) + dis(S1, S>)

Simyzp(Sy, S,) = (3.2)

3.5 Optimized LPA algorithm

Label propagation algorithm (LPA) is a graph-based semi-supervised learning algorithm.
(Raghavan et al., 2007) first applied the label propagation algorithm to the field of complex
community detection, and then LPA was also widely used in the fields of feature discovery,
sentiment lexicon construction and so on. The core idea of the LPA algorithm is that similar
data should have the same label. The graph model is established by using the relationship
between nodes. The connection of each node in the graph represents the “relationship strength”
between nodes. Label propagation is completed through continuous iteration. Each node selects
the label with the largest number of labels in adjacent nodes to update its label. When more
than one label appears in the neighbor nodes of the node, the node will randomly select one
label as the label of the node. Such division results are random, which is easy to leads to different
results in each iteration, as shown in Figure 1. Assuming that the labels of nodes A, B, C, and
D in Figure 2 are different, point C randomly selects the label of a neighbor node (such as A)
in the first iteration, and node D also determines its label according to the number of labels of
adjacent nodes in the second iteration. A has the largest number of labels in adjacent nodes, so
node D selects the same label as node A, and so on. Finally, all nodes in the network are labeled
with the label node A.

AT, FETTIN i / B PR AR PN
\ 7o\ 77N / ‘ \ 7o) 7oy N
( A ) { B ) (A} { B ) [ A \ B ) ( ) LA )
Noudke g Noby A AL A W
U i NG N
/%\\ = ( /x\ L — I /X\ [ — PN
i S s FENE ey i, DD e 7 S
(D}—\Cj‘ (D —— A ) ( A —— ) ( A — A )
AN N \__// . — \\\_ b 4 N Ao i S

Figure 2 The propagation randomness of LPA
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This paper takes the seed emotional words and candidate emotional words obtained in
sections 3.2, 3.3, and 3.4 as nodes, takes the similarity between the seed words and candidate
words as the weight of the edge, and takes the word emotional intensity as the label of the node
to form a similarity relationship diagram, that is, in the process of propagation, the greater the
similarity between the node and adjacent nodes, the greater the influence weight of the node
marked by adjacent nodes, and the more consistent the label of the node. Since the similarity
between seed words and candidate words obtained from the Word2vec model and dependency
parsing may not be unique, the average value is taken as the similarity between words. Therefore,
its average value is taken as the similarity between words. Assuming that there are n nodes in
the graph, an NxN similarity probability matrix P is defined. The calculation method of
transition probability is shown in Formula 3.3, where Pj; represents the transition probability
between node i and node j, and Sim(S;, Sj) represents the similarity between node i and node j.

Sim(S;, S;)
o n_ Sim(S;, S)
S ) Simyp, (S0, S;) + Simurp(Si, S;)
2371 Sim(S;, Sy)

(When the similarity is unique)

Py (3.3)

(When the similarity is not unique)

In order to reduce the randomness in the process of label propagation, this paper improves
the random selection part of the label propagation algorithm, introduces the LeaderRank
algorithm to quantify the importance of nodes in the network, and then sorts the propagation
order of nodes according to the quantization results. LeaderRank algorithm is an improved node
importance ranking algorithm based on the PageRank algorithm. The algorithm does not need
additional parameters, reduces the complexity of the algorithm and the impact of parameters
on the accuracy, and makes the LeaderRank algorithm more suitable for exploring important
nodes in complex networks. By adding a common node G to the original network, the node
becomes a background node connected with other nodes, and the original network becomes a
strong connection network with stronger liquidity. First, 1 unit LR value is assigned to all nodes
in the figure except the common node G, and 0 unit LR value is assigned to the common node
G. Then, formula 3.4 is used to calculate the LR value of each node when convergence occurs.

Where t is the convergence times, N is the total number of nodes in the network except for
the common node G, and i and j are different nodes. In the initial state, the common node and
the remaining node represent the transition probability from node i to node j. Then, the LR
value of the common node G in convergence is evenly distributed to each node in the network
to obtain the LR value of all nodes. The calculation process is shown in Formula 3.5.

LRy(t + 1)

N (3.5)

Where LRy(t +1) represents the LR value of common node g at convergence. Sort all
nodes from high to low according to LR value, and update the label of each node according to
the order of LR value.
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3.6 Construction process of sentiment lexicon

Based on the above methods, the construction process of the sentiment lexicon in the public
health field is as follows:

Stepl. Build an emotional seed lexiconWordSet based on the Fuzzy Emotion Ontology;

Step2. Use Word2vec model and dependency parsing to calculate word similarity Sim and
extract words with similarity greater than 0.7 as candidate emotional words;

Step3. Based on WordSet and the candidate emotional word set, a graph network G= (N,
E) is constructed, N={N1, N2,... Nn} represents the set of nodes, and E={E1, E2,... En}
represents the set of edges between nodes. The transfer probability P of labels is calculated
according to the similarity between nodes, and the similarity probability matrix T is constructed;

Step4. Introduce common node G, calculate LR values of all nodes and sort them from high
to low;

Stepb. Select the word emotional intensity S as the node labelin the process of traversing
all nodes. When updating the label of node y, obtain the adjacent nodes and label information
corresponding to node y, and find the label with the largest number of occurrences as the label
of node y; If there is more than one label at most, the label of node y is updated according to
the order of LR values of adjacent nodes;

Step6. keep the label information of the seed word unchanged in each iteration. After
continuous iteration, until the labels of all nodes in the graph are no longer changed, otherwise,
repeat step 5.

Step7. After the iteration process, put all nodes and their label information into the
candidate emotional word set U, further filter and screen the obtained emotional words,
eliminate the corpus of obvious non-emotional words, improve the accuracy of the lexicon, and
manually label the part of speech of emotional words to obtain the sentiment lexicon PHWordSet
in the field of public health public opinion.

The final domain sentiment lexicon contains 1263 emotional words, which are divided into
eight categories: expectation, happy, love, surprise, anxiety, sadness, anger, and hate. The
emotional intensity is S={-4, -3, -2, -1,1,2,3,4}. The number of words contained in each
emotional category and some extended emotional words is shown in Table 4.
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Table 4 Examples of some emotional words in the sentiment lexicon of
public health public opinion

Categories Number Examples of Sentiment Lexicon
HAfF (expectation) 102 [ /& (hope), verb, 4] [##22 (thirst), verb, 4]
=% (happ 164 AR (victory), noun, 3 {1 (belief), noun, 3
Yy ¥y

% (love) 165 [5F4 (guard), verb, 2] [#i#fd(embrace), verb, 2]
151 (surprise) 43 [E1E% (Outrageous), adj, 1] [ (shock), adj, 1]

£ L8 (anxiety) 198 [15J8 (miserable), adj, -1] [fE#: (impatience), verb, -1]
45 (sadness) 220 [02¥F (distressed), noun, -2] [JC1% (ruthless), adj, -2
45 (anger) 218 [1& i (falsification), verb, -3] [R5 (waste), verb, -3]

T K (hate) 153 [ {% (disparage), verb, -4] [ (deadly), adv, -4]

Experiment and results

The experiment of this paper includes two parts: construction of test set and evaluation of
experimental effect. In the construction part of the test set, the user comment data of the Sina
Weibo platform is used as the test sample of the sentiment lexicon; The precision, recall, and
F1 value were used as the measurement indicators for the evaluation of the experimental effect.

4.1 Construction of test set

To verify the effectiveness of the sentiment lexicon in the field of public health public opinion
constructed in this paper, the “pothole pickled cabbage” event is selected as a case study. On
March 15, 2022, China's 315 evening party exposed several cases of violations of laws and
regulations, especially the “pit pickled vegetables” incident. In a short time, the terms “Laotan
pickled vegetables” and “pit pickled vegetables” quickly rushed to the hot search. After the video
of its production process was exposed, it aroused public indignation. For the Chinese pothole
pickled cabbage incident, statistics on the propagation trends of the topic “315 potholes pickled
cabbage” incident on the microblog, Wechat and online media (As shown in Figure 3

total - #WeiBo
10000
v
9 8000
2
£ 6000
3
S 4000
o ’
g |
5 2000 ’///’//,,,»—'—-—-\\\
= =
& 20220315 20220316  2022.03.17  2022.03.18  2022.03.19  2022.03.20

Data

Figure 3 The spread trend of “315 pit pickled cabbage” event by platform

As can be seen from Figure 3, the event spread the most on Sina Weibo. The crawling time
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is set from March 15 to March 18, 2022. During this time period, the topic was highly discussed
and active on the Sina Weibo platform. A total of 45364 popular microblogs and comments
related to the event were collected in the above time period. Since this experiment only needs
the “comment” field in the comment data, the irrelevant field data such as “user ID”; “comment
time” and “comment connection” in the comments are excluded. Then data cleaning was carried
out on the corpus. After removing the invalid comment data only including URL links, pictures,
forwarded microblogs, and @ users, a total of 41284 valid comments were obtained, from which
2000 comments were randomly selected. Three taggers were selected to mark the emotional
words in each comment respectively. Only when the tagging results of the three were consistent,
the tagging results were output.

4.2 Experimental evaluation index

This paper uses precision, recall, and F1 measure as the measurement indicators. Precision
(P) refers to the proportion of correctly labeled words in the total number of dictionaries. The
calculation formula is as follows 4.1; Recall rate (R) refers to the proportion of the number of
correctly labeled words in the total number of tested words. The calculation formula is as follows
4.2; the F1 value represents the harmonic average of precision and recall, and the calculation
formula is shown in formula 4.3.

nl

P=— x100% (4.1)
n3
n2

R =— x100% (4.2)
n3

x 100% (4.3)

F1 2 X
= X

Where nl is the number of words consistent with the manual annotation in the lexicon, n2
is the number of emotional words recognized in the lexicon, and n3 is the number of emotional
words recognized in the test corpus.

4.3 Experimental result

In order to illustrate the classification effect of the sentiment lexicon constructed in this
paper, it is verified from the following two aspects: emotional word recognition and emotional
classification accuracy. In the aspect of emotional word recognition: firstly, the emotional words
in the test corpus are manually labeled, and the positive emotional words and negative emotional
words are divided to obtain the number of emotional words manually judged; Secondly, the
HowNet, the DLUT-Emotionontology, the NTUSD and the PHWordSet constructed in this
paper are used to identify emotional words in the test corpus, and the number of emotional
words judged by the lexicon is obtained. These dictionaries are widely used and validated
universal sentiment dictionaries in the field of Chinese sentiment analysis. Finally, the manual
judgment results are compared with the sentiment lexicon judgment results, as shown in Table
5.
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Table 5 Comparison of the number of emotional words recognized

DLUT- NTUS

Manual Marking  HowNet Emotionontology D PHWordSet
Number of positive 374 231 282 225 296
emotion words
Number of negative 586 463 501 438 510

emotion words

From Table 6, it can be seen that the recognition effect of the domain sentiment lexicon
constructed in this paper is better than that of the traditional general sentiment lexicon, which
indicates that the lexicon can better recognize the domain emotional words. The HowNet
sentiment lexicon and NTUSD sentiment lexicon identify fewer affective words, which are
determined by the characteristics of new words on the Internet and the domain of public opinion,
such as “Hi I8 (pulling two backs)”, “IXHit/R B (this is outrageous)” and “¥E %114k
$ii J1 B K /N7 (the punishment of regulatory authorities is too small) ”. In the network
environment with the continuous emergence of new words, the traditional general sentiment
lexicon can no longer meet the needs of emotional analysis in specific fields. The DLUT-
Emotionontology subdivides emotions into 7 categories and 21 subcategories, and the
recognition effect is better than the traditional general sentiment lexicon, but its defect is that
it can not recognize the special words in specific fields.

In terms of emotional classification performance, the HowNet sentiment lexicon, the DLUT-
Emotionontology, NTUSDsentiment lexicon, and the PHWordSet sentiment lexicon constructed
in this paper are used to calculate the precision, recall, and F1 values on the test corpus. The
comparison results of emotional classification are shown in Table 6.

Table 6 Comparison of emotional classification performance of each sentiment lexicon

Sentiment Lexicon Precision (%) Recall (%) F1 (%)
NTUSD 61.46 69.06 65.04
HowNet 67.92 72.29 70.04

DLUT-Emotionontology 71.14 81.46 75.95
PHWordSet 78.96 83.96 81.38

As can be seen from table 6, the precision, recall, and F1 value of the PHWordSet sentiment
lexicon constructed in this paper are 78.96%, 83.96%, and 81.38% respectively. Compared with
other sentiment lexicons, the precision has increased by 7% - 17% and the recall has increased
by 2% - 14%. Compared with the HowNet sentiment lexicon, DLUT-Emotionontology and
NTUSD sentiment lexicon of Taiwan University, the PHWordSet constructed in this paper has
higher precision and domain applicability in the emotional analysis of public health emergencies.
By analyzing the emotional words contained in the PHWordSet sentiment lexicon but not in
the other three general sentiment lexicons, the results show that: the PHWordSet sentiment
lexicon constructed in this paper better contains the unique words of public health events, such
as “HAKE (angel in white)”, “SZ#&(support)”, “fift H{5.(:(shocking)” and so on. In addition,
the PHWordSet sentiment lexicon can also better identify new words on the Internet, such as
“FLH% (internet troll)”, “H:f# (roast)”, etc. Chinese has a complex sentence structure. The
sentiment lexicon can simply identify the words of positive emotion and negative emotion, but
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it will increase the difficulty of emotional analysis for negative sentences, interrogative sentences,
double negative sentences and so on.

Conclusion

As one of the important tools in the field of emotional analysis, the part of speech
distribution of the sentiment lexicon directly affects the performance of the sentiment lexicon in
the task of emotional analysis. This article proposes a sentiment lexicon for the field of public
health public opinion using large-scale public health public opinion event review texts, combined
with a universal sentiment lexicon and deep learning methods. Compared with a universal
sentiment lexicon, it can effectively improve the accuracy of sentiment analysis in the field of
public health public opinion, providing a good foundation for subsequent sentiment analysis
research and the construction of sentiment lexicon in other fields. The sentiment analysis based
on the PHWordSet also helps to explore the public's attitudes and emotions towards public
opinion events, helps relevant government departments accurately grasp the evolution process
of public opinion events, and carries out correct public opinion guidance work to prevent the
situation of online public opinion losing control.

Although this study has made some achievements, there are still some deficiencies. Future
research will introduce a deep learning model to further expand and optimize the public opinion
subject sentiment lexicon, increase the size of training corpus samples, and improve the
universality of the public opinion subject sentiment lexicon in different fields. At the same time,
the method of calculating emotional words is introduced to realize the research of emotional
evolution and emotional prediction of network public opinion.
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