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Human resource management (HRM) enables organizations
to recognize the dynamic complexity of the environment.
However, HRM practices require a multidisciplinary ap-
proach to allow feedback between organizational actions and
the results, which increases competitive advantage. This
study breaks away from the traditional static model devel-
opment at a given time. Instead, we collect three years of
data and use a hybrid data mining scheme to create a practi-
cal dynamic job performance prediction model. The knowl-
edge extracted from the three years model shows that dy-
namic views exist as the organization faces changes, which
the previous single static model cannot explain. We also
find that although dynamic views exist in the models, the
effects of several critical variables persist, and the impor-
tance varies with the year. Finally, we propose suggestions
for improving HR practices from the extracted knowledge,
thereby promoting the strategic value of HR management.

1. Introduction

Organizational performance is the result of an organization’s resources. Dynamic
capabilities are essential for organizations to yield superior performance in changing en-
vironments and are the key to competitive advantages (Teece et al. [51]). Past empirical
studies have proven that human resource management (HRM) significantly impacts or-
ganizational performance (Becker and Gerhart [10], Delaney and Huselid [16]). HRM
practices attract, motivate, and retain employees to ensure an organization’s survival
(Schuler and Jackson [47]). HRM practices contribute to organizational performance by
developing different aspects of human resources to generate higher cost efficiencies, re-
duced turnover, and better and lower recruitment and training costs (Backhaus et al. [8],
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Peterson [41]). Therefore, human resource decisions help create and sustain organiza-
tional capabilities and competitive advantages (Becker and Gerhart [10]).

Performance management is one of the most critical HRM practices. Job perfor-
mance reflects scalable actions, behavior, and outcomes that employees engage with or
contribute to within organizations (Campbell [14]). Companies that seek competitive
advantages through employees must be able to manage the behavior and performance
of all employees (Noe et al. [38]). Performance management can verify HRM practices
such as personnel selection, training, and job design, and performance results can in-
corporate into the feedback of merit pay systems. Therefore, performance management
can effectively promote the HRM cycle, helping to create and maintain organizational
capabilities and competitive advantages.

HRM has become a new field of data mining research (Strohmeier and Piazza [50]).
Data mining in job performance prediction applies widely across industries. Such as
information technology (Al-Radaideh and Al Nagi [2]), banking (Bach et al. [7], Honglei
[26]), insurance (Delgado-Gómez et al. [17]), customer service center (Valle et al. [52]),
and the textile industry (Wang and Shun [56]). However, by analyzing one hundred rel-
evant studies, Strohmeier and Piazza [50] found that most studies focused on developing
data mining algorithms and seldom discussed the implications and practices of relevant
variables. These studies failed to integrate with human resource disciplines to benefit
human resource practices. In addition, the primary mining data is cross-sectional at a
given time. The relevant variables used are limited, and the data collected from multiple
periods are rarely applied. Therefore, these studies do not reflect that human resource
strategy adjusts dynamically because of environmental change, and organizational learn-
ing to respond is a dynamic process (Nevis et al. [36]). So, they cannot, in turn, generate
practicable knowledge and decision-making information.

In the fast fashion industry, the market is changing rapidly, which requires partic-
ipants to be more flexible and responsive (Christopher et al. [15]). The fast fashion
industry has many unique characteristics (Goto and Endo [21]): shorter product life
cycles, high product variability, subjective evaluation of product appearance, long and
complex operations, high manual labor, and high labor cost. Most of the characteristics
are related to people. Therefore, HRM is one of the core issues in the industry. Find-
ing the critical variables that affect job performance and improving human resources
performance is essential to competitive advantage in the long run.

This study collects information on the performance of new employees from a lead-
ing fast fashion company in Taiwan for three years. Moreover, this study proposes
a hybrid data mining scheme by using two variable sections, namely the information
gain method (IG) and ridge regression method (RR), and five data mining prediction
techniques, namely stepwise regression (SR), M5P, random forest (RF), support vector
regression (SVR), and backpropagation neural network (BPN). This study uses it to
analyze individual-level performance-related data over a long period to fill the gaps of
previous studies, thereby benefiting HRM practices.

This study constructs a job performance prediction and analysis framework to achieve
two aims: (1) To develop dynamic performance prediction models by collecting and ana-
lyzing cross-time dimensions and diverse variable data to compensate for the deficiencies
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of previous static model studies, and (2) To develop prediction models for performance
comparison using variable selection methods and different algorithms; to conduct an
in-depth discussion of critical variables and extract knowledge as decision-making infor-
mation for promoting HRM practices.

The rest of this paper organizes a brief review of the previous studies on individual-
level variables related to job performance and data mining in performance prediction
models conducted in Section 2. The proposed hybrid data mining scheme describes
thoroughly in Section 3. Section 4 presents the empirical results. In Section 5, we
explore the best model variables, extract critical information and knowledge, and provide
practice suggestions. Finally, this study’s conclusion and research limitations conduct in
Section 6.

2. Literature Review

2.1. Job performance

Job performance is a central construct in industrial/organizational psychology (Camp-
bell [14], Murphy and Cleveland [35]). Campbell [14] described job performance as em-
ployees’ behavior when fulfilling organizational expectations and prescribed or official
role requirements. Borman and Motowidlo [12] described job performance as all behav-
ior related to organizational goals, and the behavior can measure according to the degree
of individual contribution to the goals. According to these descriptions, job performance
is when individual goals meet organizational goals. It is also the combination of individ-
ual and organizational performance to achieve goals and improve overall organizational
effectiveness.

The purposes of performance management systems are of three kinds: strategic, ad-
ministrative, and developmental (Noe et al. [38]). Strategic purpose implements through
defining the characteristics, abilities, behavior, and results of employees required to carry
out the strategies, developing measurement and feedback systems to connect employees’
activities with organizational goals. The administrative purpose is to use performance re-
sults in salary management, promotion, layoffs, and other administrative decisions. The
developmental purpose is the development of employee abilities or skills through perfor-
mance management results so that employees can perform their tasks more effectively.
Therefore, the management of job performance can not only improve human resource
practices but also promote the achievement of organizational strategies.

2.2. Personal variables affecting job performance

Job performance is influenced by individual characteristics, outcomes, and work en-
vironment (Waldman and Spangler [55]). The relevant variables center on employee
characteristics and critical behavior during the performance period. Such as level of
education(Ng and Feldman [37]), work experience (Quińones et al. [43]), age (Saks
and Waldman [45], Waldman and Avolio [54]), intelligence(Ree et al. [44]), personal-
ity (Kristof-Brown et al. [31]), overtime(Schaufeli et al. [46]), and absenteeism(Judiesch
and Lyness [27]). Furthermore, according to the cognitive dissonance theory (Festinger
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[18], Festinger and Aronson [19]), when a person holds two psychologically inconsistent
thoughts, he or she experiences discomfort and attempts to reduce the dissonance. The
most common way to reduce dissonance is to make cognitions more consistent with each
other (consonants). Therefore, employees will adjust their attitudes and behaviors to
avoid cognitive dissonance when they recognize their work results as inconsistent with
supervisor ratings. Therefore, this study incorporated performance, potential, and pro-
motion records as rated by supervisors in the previous year into next year’s performance
predictors.

2.3. Data mining in job performance prediction

By taking the support vector machines approach, Delgado-Gómez et al. [17] de-
veloped performance prediction models based on intelligence and personality tests of
insurance agents, reducing the direct and indirect costs of recruitment, training, and
personnel maintenance. Aluko et al. [4] use logistic regression and support vector ma-
chine techniques to predict the academic performance of architecture students based on
prior academic achievement information. The developed model can help universities as
a decision-making tool in selecting students for admission. By taking the decision tree
approach, Al-Radaideh and Al Nagi [2] collected information on the academic qualifica-
tions and appointment of employees in three information technology companies. They
built performance prediction models, which can use for the performance prediction of
recruits. Arfaee et al. [6] cooperated with the State Administration of Taxation to collect
personal information, work information, and training information of tax administration
assessors. They follow the CRISP data mining methodology and use decision tree and
neural network technologies to develop prediction models to determine the key variables
affecting job performance. The model is used to assess employees’ current educational
situation and as decision-making information for training strategies. By taking the multi-
ple regression approach, Pejić Bach et al. [40] constructed performance prediction models
based on the personality traits of bank personnel and applied them to recruitment. By
taking the neural network approach, Wang and Shun [56] collected information on the
work experience, family status, expertise, teamwork skills, and stress tolerance of em-
ployees in the textile industry. They built employee performance prediction models and
applied them to employee retention, which can reduce the cost of retention.

According to the above studies, data mining in performance management is widespread
across industries, and various methods exist. The data used include employee background
information such as age, gender, family, education, personality, work experience, train-
ing, and tenure. However, these studies only incorporated some of the data, and few of
them integrated a variety of information and conducted long-term data collection and
analysis.
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3. Proposed Job Performance Prediction Scheme

3.1. Variable selection methods

This study adopts two variable selection methods: The information gain method (IG)

and the ridge regression method (RR). IG is a filter feature selection method to measure

features to the dataset of the impact on entropy value. It is suitable for lower-dimensional

datasets of variable selection (Liu et al. [33]). IG can fully consider the relationship

between variables to evaluate the correlation between variables and predicted values.

This measure ranks the importance of the variable under study via the information

obtained from a dataset, removing the variable to fall below ranking or relatively low IG

values. IG plays an important role in the field of variable selection. It is widely used

to examine the relationships between variables and variables (Abelln and Castellano [1],

Alam et al. [3], Liu et al. [33]).

RR has been widely applied in many studies and has excellent variable selection

performance (Arefeen et al. [5], Barry et al. [9], Kim et al. [28]). RR and least absolute

shrinkage and selection operator (Lasso) are both extensions of the linear regression

method and have similar basic concepts, and both add penalty parameters to limit

the model coefficients, minimizing the complexity of the model. RR and Lasso main

difference is that Lasso integrates the least absolute selection and shrinkage operator

with L1 regularization, which can force compression of the coefficients of covariates,

making a minor contribution to the model to exactly zero to attain lower variance to

reduce the problem of overfitting (Hastie et al. [22], Kwon et al. [32]). While RR uses

the L2 regularization technique to shrink model coefficients in RR, which addition of

appropriate L2 penalties to the model shrinks all the coefficients to a nonzero value or a

value approaching zero and then minimizes the sum of squared error, and further controls

the trade-off between bias and variance to reduce overfitting (Hoerl and Kennard [23]).

However, the lasso penalty expects many coefficients to be zero. Thus, the Lasso is not

robust to high correlations among predictors and will arbitrarily choose one and ignore

the others (Friedman et al. [20]). RR performs well with many predictors, each having

a small effect, and prevents coefficients of linear regression models with many correlated

variables from being poorly determined and exhibiting high variance (Ogutu et al. [39]).

RR can improve the prediction performance for multicollinearity problems. Thus, RR is

an ideal method than Lasso on variable selection in this study.

3.2. Data mining methods

This study adopts five commonly used data mining methods to construct the predic-

tion models, namely stepwise regression (SR), M5P, random forest (RF), support vector

regression (SVR), and backpropagation neural network (BPN). In multiple regression

analysis, SR is a method of selecting predictor variables and adding them to the regres-

sion equation. SR is a statistical method commonly used for predictions; it selects a few

representative variables from multiple variables to construct prediction models. M5P

method, proposed by Wang and Witten [57], is a modification of Quinlan [42]’s M5 tree

algorithm that can predict continuous variables. It combines the conventional decision
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tree with linear regression functions at the node. Unlike other algorithms, M5P’s ad-

vantage is that it applies to categorical and continuous variables and can handle missing

values. RF, proposed by Breiman [13], is a combined learning algorithm based on de-

cision tree classifiers. The classifier in a typical RF algorithm is CART (classification

and regression tree). Multiple random variable samples select as the training dataset

through bagging to reduce variation and help prevent overfitting. Many classification

trees corresponding to the selected samples are constructed in the data training process

to form RF. Finally, all the classification trees merge, and each classification votes on.

The winning classification is selected based on the votes, and the final classification is

determined. SVR, developed by Vapnik et al. [53], added ε - the insensitivity concept

to the support vector machines (SVM) algorithm. SVR is a machine learning method

widely used in prediction problems (Hong [25], Kim [29], Koike and Takagi [30]). This

method uses training data to construct a regression equation. The goal is to minimize

errors of the testing data inputted into the equation, achieving the purpose of prediction.

The SVR model can determine the direction of each predictor variable and the standard-

ized weight coefficients. If the direction is positive, the variable positively affects the

prediction of the target variable. Otherwise, it has a negative effect. The larger the

standardized weight coefficient, the more impact the variable has on the target variable

prediction. BPN is an algorithm that imitates the biological neural network. It is one

of the best examples of AI prediction methods and is widely used in various predictions

(Zhang et al. [59]). Through error backpropagation, BPN’s training method uses the

gradient steepest descent to adjust the weights repeatedly through iterations. It is a

process that minimizes the error between training data observed values and predicted

outputs.

Although many existing studies have highlighted that deep learning techniques have

a significant advantage over machine learning methods for operating with complex, high-

dimensional, and extensive data, their disadvantages including the lack of variable se-

lection ability, high computational costs, and massive data requirement have limited the

use of deep learning in all fields (Singh et al. [49]). The main objective of this study is

to find and discuss effective key elements for promoting HRM practices. In addition, the

quantity and nature of the collected HRM data of this study are not suitable for deep

learning modeling. Therefore, deep learning techniques are not considered in this study.

3.3. Proposed scheme

This study takes the human resource domain-driven approach and aims to solve

problems in business practices. We identify critical variables through literature review,

collect relevant data, and combine long-term dynamic information with data mining to

identify essential hidden information and knowledge, thereby providing decision-making

information for improving HRM practices. Figure 1 shows the proposed hybrid data

mining scheme for job performance prediction. The scheme shown in the figure applies

to the data mining model’s development in all three years (Year One to Year Three).

Only the target variables and predictor variables are different each year.
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Figure 1: The proposed hybrid data mining scheme for job performance prediction.

As shown in Figure 1, stage 1 determines the candidate predictive variables. The

variables are selected through literature review and suggested by the Chief Human Re-

sources Officer of the case company and two professional scholars. Three experts deter-

mine that these variables are relevant and feasible for this study. The information used

in constructing the models includes employees’ personal data upon application, recruit-

ment tests, work behavior, and performance feedback. There are a total of 37 variables

selected in the study. Please refer to Table 1 for variable descriptions.

After determining the relevant predictor variables, the study enters stage 2: data
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Table 1: List of the predictor variables and description.

Variables Description

X1-Age Age in performance year

X2-Gender 0-Female /1-Male

X3-EDU Education, divided into three groups: master’s and above, bachelor, high school and

below

X4-School Graduated school, divided into six tiers: N1:public level 1, N2:public level 2,

P1:private level 1, P2:private level 2, F1:foreign school, OT:others)

X5-R-Depts Major in industry-related departments: (0-No /1-Yes)

X6-Grade Position level in the organization.

X7-IQ Intelligence test scores.(0∼100)

X8-Active It evaluates if a person can take quick actions or not.(0∼10)

X9-Continuative It evaluates if a person has perseverance to finish changeless work. (0∼10)

X10-Commander It evaluates if a person can know quickly his advantage in terms of his relationship

with others and then affect others. (0∼10)

X11-Challenging It evaluates if a person is willing to challenge new subjects or goals very often. (0∼10)

X12-Sympathy It evaluates the extent of a person’s empathy with others. (0∼10)

X13-Emotion It evaluates a person’s emotional stability, which means if his emotion is affected by

the environment very often. (0∼10)

X14-Independent It evaluates if a person can exert his creativity in his own way. (0∼10)

X15-Innovative It evaluates the extent to which a person denies the current situation and has the

desire to change it. (0∼10)

X16-Analytic It evaluates if a person can often find the problems, analyze problems and make plans

to solve them. (0∼10)

X17-Flexibility It evaluates if a person can make judgments freely without being confined to some

certain principles. (0∼10)

X18-Aesthesia It evaluates the extent of a person’s responsiveness and impact on outside stimulus.

(0∼10)

X19-Deliberate It evaluates if a person thinks carefully before doing anything and follows the plan

step by step. (0∼10)

X20-Routine Daily Routine/Processes capability(0∼10)

X21-People People/Service capability(0∼10)

X22-Sales Sales/Performance capability(0∼10)

X23-Planning Strategic Planning capability(0∼10)

X24-Creative Creative capability(0∼10)

X25-Leadership Leadership potential(0∼10)

X26-Y0 Promote Promoted after probation(0-No /1-Yes)

X27-AnuLea-times Annual leave times during the year

X28-SickLea-times Sick leave times during the year

X29-PerLea-times Personal leave times during the year

X30-OT Overtime hours during the year

X31-Y1-Performance First year performance score(2∼8)

X32-Y1-Potential First year potential score(2∼6)

X33-Y1 Promote Promoted in the first year(0-No /1-Yes)

X34-Y2-Performance Second year performance score(2∼8)

X35-Y2 Potential Second year potential score(2∼6)

X36-Y2 Promote Promoted in the second year(0-No /1-Yes)

X37-Y3 Performance Third year performance score(2∼8)
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collection and dataset designing. The data used in this study provides by the case
company’s human resources department after the end of each year. Regarding the char-
acteristics of the sample, the ratio of males to females in year one is 27%: 73%, year two
is 25%: 75% and year three is 26%: 74%. The ratio of the educational level—master,
bachelor, senior high school, and below is 30%: 67%: 3% in year one, 33%: 64%: 3% in
year two, and 34%: 62%: 4% in year three. The other variables descriptive statistics are
shown in Table 2.

This study divides into three datasets—first-year, second-year, and third-year per-
formance prediction—based on when the entry-level employees join the organization.
This division is for subsequent data analysis of different time dimensions and observa-
tion of changes to critical variables in different periods. Providing accurate predictor
variables and collecting data, this study divides predictor variables into three cate-
gories: fixed, annually-updated, and annual-new variables. Fixed predictor variables
are not subject to change in the short run. They include personal information: X2-
Gender, X3-EDU(education level), X4-School(graduation school classification), X5-R-
Depts(whether majoring in industry-related disciplines), X7-IQ(intelligence test score),
and personality test(X8-Active, X9-Continuative, X10-Commander, X11-Challenging,
X12-Sympathy, X13-Emotion, X14-Independent, X15-Innovative, X16-Analytic, X17-
Flexibility, X18-Aesthesia, X19-Deliberate, X20-Routine, X21-People, X22-Sales, X23-
Planning, X24-Creative, X25-Leadership) upon recruitment and the promotion after pro-
bation variable(X26-Y0-Promote). Annually-updated predictor variables refer to the sta-
tus of the variable in the performance year, including X1-Age, X6-Grade(position level),
and work behavior: X27-AnuLea-times(annual leave times), X28-SickLea-times(sick leave
times), X29-PerLea-times(personal leave times), and X30-OT(overtime hours). Annual-
new predictor variables include performance, potential rating, and whether to promote in
the previous year, including X31-Y1-Performance, X32-Y1-Potential, X33-Y1-Promote,
X34-Y2-Performance, X35-Y2-Potential, X36-Y2-Promote), which are predictor vari-
ables for the following year. Therefore, the target variable in the first year is X31-
Y1-Performance, and X1∼X30 are predictor variables. The target variable in the second
year is X34-Y2-Performance, and X1∼X33 are predictor variables. The target variable
in the third year is X37-Y3-Performance, and X1∼X36 are predictor variables.

Stage 3 is variable selection. Variable selection is an essential step and determining
factor in constructing prediction models. Reducing the use of irrelevant or redundant
variables can speed up the algorithm’s running time and improve the model’s perfor-
mance. This study adopts IG and RR two methods. Having selected different variable
datasets via these two methods, we then use different algorithms to develop the model
and determine the best composite model for each year.

Stage 4 is developing performance prediction models. After selecting the variables in
stage 3, we use the selected predictor variables to construct job performance prediction
models based on SR, M5P, RF, SVR, and BPN. At this stage, we construct 15 perfor-
mance prediction models for each year. The two-stage performance prediction models
generated by using IG as a variable selection method before each of the five perdition
methods are represented by, respectively, IG-SR, IG-M5P, IG-RF, IG-SVR, and IG-BPN;
the models constructed by using the RR variable selection method respectively term RR-
SR, RR-M5P, RR-RF, RR-SVR, and RR-BPN. For evaluating the performance of the
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Table 2: Descriptive statistics of year one to year three.

Variables
Year one Year two Year three

Min. Max. Mean SD. Min. Max. Mean SD. Min. Max. Mean SD.

X1-Y1Age 23 54 28.89 5.13 24 53 29.99 5.07 25 54 31.35 5.41

X2-Gender 0 1 0.27 5.44 0 1 0.25 0.43 0 1 0.26 0.44

X5-R-Depts 0 1 0.28 0.45 0 1 0.29 0.46 0 1 0.29 0.45

X6-Grade 5 17 10.27 1.99 7 18 11.31 2.16 7 18 12.60 2.44

X7-IQ 24 90 56.90 11.19 26 90 56.81 11.10 26 90 56.72 11.59

X8-Active 2 10 7.46 1.42 2 10 7.48 1.49 2 10 7.37 1.49

X9-Continuative 3 10 8.32 1.56 3 10 8.32 1.55 3 10 8.32 1.51

X10-Commander 1 10 5.63 1.81 1 10 5.76 1.77 1 10 5.71 1.77

X11-Challenging 2 10 8.71 1.44 3 10 8.74 1.33 3 10 8.63 1.37

X12-Sympathy 1 10 5.76 1.96 1 10 5.83 1.97 2 10 5.83 2.05

X13-Emotion 2 10 8.51 1.56 3 10 8.49 1.56 3 10 8.46 1.61

X14-Independent 0 9 4.14 1.40 1 9 4.14 1.33 1 9 4.07 1.36

X15-Innovative 1 10 6.27 2.12 1 10 6.11 2.21 1 10 6.05 2.20

X16-Analytic 1 10 6.97 1.71 1 10 7.08 1.67 1 10 7.11 1.72

X17-Flexibility 2 10 8.19 1.50 2 10 8.09 1.44 3 10 7.99 1.45

X18-Aesthesia 2 9 5.17 1.31 2 9 5.22 1.27 2 8 5.22 1.22

X19-Deliberate 0 10 4.65 1.99 0 9 4.68 1.96 0 9 4.78 1.98

X20-Routine 0 7 3.37 1.38 0 7 3.22 1.36 1 6 3.21 1.35

X21-People 1 8 4.13 1.34 1 8 4.00 1.22 1 8 3.78 1.09

X22-Sales 1 10 5.53 1.25 1 10 5.56 1.25 1 9 5.52 1.21

X23-Planning 0 8 3.95 1.48 0 8 3.88 1.56 1 8 3.77 1.47

X24-Creative 0 6 2.65 1.27 0 6 2.72 1.25 0 6 2.82 1.27

X25-Leadership 0 8 4.80 1.47 0 8 4.74 1.46 0 8 4.61 1.43

X27-AnuLea-times 1 42 8.26 6.07 1 65 10.70 9.50 2 58 12.67 7.31

X28-SickLea-times 0 40 1.51 4.03 0 25 1.37 3.06 0 15 1.17 3.00

X29-PerLea-times 0 39 1.11 3.98 0 37 1.13 4.15 0 55 0.90 5.20

X30-OT 0 670 147.10 112.72 0 396 115.43 95.31 0 437.5 101.94 95.66

X31-Y1-Performance 2 8 5.54 1.48 3 8 5.61 1.47 3 8 5.68 1.48

X32-Y1-Potential 2 6 4.75 1.06 2 6 4.82 1.06

X33-Y1 Promote 0 1 0.37 0.49 0 1 0.36 0.48

X34-Y2-Performance 2 8 6.13 1.58 3 8 6.26 1.49

X35-Y2 Potential 2 6 5.05 0.99

X36-Y2 Promote 0 1 0.55 0.50

X37-Y3-Performance 3 8 6.36 1.41

ten two-stage prediction models, the single models without using a variable selection

method construct and term SR, M5P, RF, SVR, and BPN, respectively.

Stage 5 is comparing model performance. This study uses two indicators to evaluate

model performance: mean absolute error (MAE) and root mean squared error (RMSE).

MAE is the mean absolute difference between the test samples’ predictive and observed

values, and RMSE is the square root of the mean squared deviation between predictive
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and observed values. The more significant the difference between predictive and observed
values, the heavier the weight. Both indicators use how close the model’s predictive values
are to the observed values to show how well the model fits the data. The smaller the
value, the better the model.

Stage 6 discusses critical variables related to the prediction performance. According
to the 15 performance prediction models constructed for each year in stage 4 and the
comparison using the two performance indicators in stage 5, we select the best perfor-
mance prediction model for each year. We discuss these critical variables of the models
based on the materiality principle. This stage aims to find the most influential variables
in each year and discuss their implications for subsequent comprehensive discussion and
knowledge extraction from year one to year three.

Stage 7 is the three-year comprehensive discussion and suggestions for applying the
knowledge extracted. By comparing and discussing critical variables in years one to
three, we identify influential critical variables and their changes in different stages. We
extract knowledge and provide suggestions for the application of the management of
HRM practices.

This study uses the WEKA 3.8.3 version as the data mining software suite. WEKA
(Witten et al. [58]) is a software suite used for machine learning and data mining, and it
is widely used in academic and industrial research. This study uses the ten folds cross-
validation to construct the models. All parameters use the default setting of WEKA
3.8.3’s algorithm, with no additional parameter performance tuning.

4. Empirical Results

The data used for this study was sourced from a leading fast fashion manufactur-
ing company in Taiwan. Its clients are well-known American, European, and Japanese
brands, department stores, and distributors. The case company performed very well
in both financial and non-financial indicators from 2014 to 2018. In the EPS part of
financial indicators, it was in the top 10% of 55 companies in the same industry. In non-
financial indicators- Corporate Governance Evaluation, it was in the top 20% of all listed
companies, which shows that the case company has a substantial competitive advantage
in the global market and is a suitable research target.

This study collects data on entry-level employees who joined the company of the case
study between 2014 to 2018. According to employee tenure, we categorize the data into
three datasets—performance in the first, second, and third years. Each year’s samples
are 391, 227, and 164, respectively.

4.1 Variable selection results

According to the proposed framework, we first select critical variables using the
IG and RR methods, respectively. Tables 3 to 5 respectively show the selected critical
variables in year one to year three yielded by the two variable selection methods—the
variables using the IG method selected in the first year with six variables, including X5-R-
Depts. Eleven variables, including X1-Age, are selected using the RR method. Through
comparison, we find that five of the six variables by the IG method are consistent with
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Table 3: Variable selection
results using IG and RR
methods-year one.

Table 4: Variable selection
results using IG and RR
methods-year two.

Table 5: Variable selection
results using IG and RR
methods- year three.

Methods Selected variables Methods Selected variables Methods Selected variables

IG

X5-R-Depts

IG

X4-School

IG

X2-Gender

X6-Grade X7-IQ X3-EDU

X7-IQ X13-Emotion X4-School

X21-People X23-Planning X6-Grade

X26-Y0 Promote X25-Leadership X7-IQ

X30-OT X26-Y0 Promote X9-Continuative

IG

X1-Age X30-OT X15-Innovative

X2-Gender X31-Y1-Performance X26-Y0 Promote

X4-School X32-Y1-Potential X28-SickLea-times

X5-R-Depts

RR

X1-Age X29-PerLea-times

X6-Grade X6-Grade X32-Y1-Potential

X7-IQ X7-IQ X33-Y1-Promote

X17-Flexibility X13-Emotion X34-Y2-Performance

X19-Deliberate X18-Aesthesia X35-Y2-Potential

X21-People X25-Leadership X36-Y2-Promote

X24-Creative X30-OT

RR

X1-Age

X30-OT X31-Y1-Performan X3-EDU

X32-Y1-Potential X5-R-Depts

X33-Y1 Promote X6-Grade

X7-IQ

X9-Continuative

X13-Emotion

X28-SickLea-times

X32-Y1-Potential

X34-Y2-Performance

the RR method, namely X5-R-Depts, X6-Grade, X7-IQ, X21-People, and X30-OT. Only
one variable, X26-Y0 Promote, is not found in the variables by the RR method. Six
of the eleven variables by the RR method are not found in the variables by the IG
method, namely X1-Age, X2-Gender, X4-School, X17-Flexibility, X19-Deliberate, and
X24-Creative.

In the second year, nine variables, including X4-School, are selected using the IG
method. Ten variables, including X1-Age, are selected using the RR method. Through
comparison, we find that six variables are consistent, and seven are not. The seven are
the three variables by the IG method, X4-School, X23-Planning, and X26-Y0 Promote;
the four variables by the RR method, X1-Age, X6-Grade, X18-Aesthesia, and X33-Y1-
Promote.

Fifteen variables, including X2-Gender, are selected in the third year using the IG
method. Ten variables, including X1-Age, are selected using the RR method. Through
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comparison, we find that seven variables are consistent, and eleven are not. The eleven
are the eight variables by the IG method, X2-Gender, X4-School, X15-Innovative, X26-Y0
Promote, X29-PerLea-times, X33-Y1-Promote, X35-Y2-Potential, and X36-Y2-Promote;
the three variables by the RR method, X1-Age, X5-R-Depts, and X13-Emotion.

In addition, the variable data by the IG and RR methods show that each method
goes by a different selection logic. Therefore, there is a considerable gap between the
variables selected, which may have a critical impact on the performance of subsequent
prediction models.

4.2. Model performance evaluation

According to the process of the proposed scheme mentioned in section 3, we construct
15 performance prediction models for each year. The two indicators, MAE and RMSE,
are used to evaluate model performance and determine the best performance prediction
model for each year.

Table 6: Performance comparison of 15 prediction models for year one to year three.

Year One Year Two Year Three

Methods MAE RMSE MAE RMSE MAE RMSE

SR 1.1306 1.3847 1.1363 1.3884 1.0371 1.3067

M5P 1.1440 1.4170 1.1537 1.4216 1.0385 1.3081

RF 1.2028 1.4187 1.1524 1.3415 1.0636 1.2981

SVR 1.1233 1.4069 1.2049 1.5053 1.0863 1.3663

BPN 1.8096 2.2955 1.6281 2.0958 1.4527 1.8517

IG-SR 1.1196 1.3528 1.0903 1.3225 1.0390 1.2877

IG-M5P 1.1196 1.3528 1.0891 1.3213 1.0328 1.2850

IG-RF 1.1273 1.3587 1.1395 1.3482 1.0432 1.2718

IG-SVR 1.1101 1.3759 1.0964 1.3542 1.0477 1.3326

IG-BPN 1.4592 1.8056 1.7364 2.2341 2.0388 2.5942

RR-SR 1.1145 1.3576 1.0669 1.3131 0.9476 1.1768

RR-M5P 1.1293 1.3911 1.0997 1.3401 0.9669 1.1947

RR-RF 1.1798 1.3960 1.1262 1.3404 0.9861 1.2289

RR-SVR 1.0691 1.3446 1.0457 1.2902 0.9022 1.1484

RR-BPN 1.5902 2.1182 1.5048 2.0053 1.5221 2.0436

Table 6 shows the prediction performance of the 15 models from year one to year
three. It can be seen from the table that the RR-SVR model performed best and most
stable in both MAE and RMSE metrics in three years. Therefore, based on the RR-SVR
model, the critical variables of each year selected will be discussed.
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5. Discussion

In the following, first, we discuss the critical variables of each year. Then, we discuss
the critical variables in all three years to find the influential ones and the changes and
implications of variables throughout the years.

It is worth noting that this study uses the materiality principle to select critical
variables to meet the demands of management practices. Thus, to avoid losing focus
due to excess variables, we use the absolute value of the standardized weight coefficient
of each variable provided by the RR-SVR model to rank the selected variables in de-
creasing order. The meanings of the first five variables with larger weights are discussed.
Table 7 shows the variables’ ranking, direction, and weights generated by the RR-SVR
performance prediction model for the three years.

Table 7: The variables’ ranking, direction, and weights generated by the RR-SVR performance
prediction model for the three years.

Ranking
Year One Year Two Year Three

Direction Weights Variables Direction Weights Variables Direction Weights Variables

1 + 0.8434 X6-Grade + 0.3125 X30-OT - 0.3589 X9-Continuative

2 + 0.4764 X30-OT + 0.3008 X31-Y1-Performance + 0.3570 X6-Grade

3 - 0.3737 X1-Age + 0.2312 X6-Grade - 0.2741 X1-Age

4 - 0.2843 X21-People - 0.2119 X1-Age + 0.2621 X34-Y2-Performance

5 + 0.2017 X7-IQ + 0.1877 X7-IQ + 0.2010 X7-IQ

6 + 0.1729 X19-Deliberate + 0.1829 X18-Aesthesia + 0.1664 X13-Emotion

7 - 0.1495 X24-Creative + 0.1451 X32-Y1-Potential + 0.1290 X3-EDU=Senior

8 + 0.1403 X17-Flexibility - 0.1409 X25-Leadership + 0.1154 X32-Y1-Potential

9 + 0.0800 X2-Gender=F + 0.1313 X13-Emotion - 0.1027 X3-EDU=Bachelor

10 + 0.0530 X4-School=N1 - 0.0632 X33-Y1 Promote=Y - 0.0867 X5-R-Depts=N

5.1. The critical variables of year one

Table 5 shows that the first five critical variables to predict job performance in year
one are X6-Grade, X30-OT, X1-Age, X21-People, and X7-IQ, respectively. First, the X6-
Grade(position level) is the employee’s appointment by the organization based on the
employee’s experience and ability. The higher the grade, the higher the organization’s
appraisal of the new employee’s experience and ability. X6-Grade has the highest weight
coefficient and a positive correlation, showing that relevant work experience significantly
impacts performance in the first year. This result is consistent with Quińones et al. [43]’s
meta-analysis: Work experience and job performance positively correlated. Therefore,
work experience is essential for new employees to perform well quickly.

The second variable is X30-OT (overtime hours), and overtime positively correlates
with job engagement. This result is consistent with Schaufeli et al. [46]’s study and
Shimazu et al. [48]’s study and also consistent with the social exchange theory (Homans
[24]).

The X1-Age variable negatively correlates with performance and is ranked third.
This study adopts appraisal by supervisors to evaluate performance. The result is con-
sistent with Waldman and Avolio [54]’s meta-analysis and Saks and Waldman [45]’s
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study. It also shows that when selecting employees based on future development, it is
more objective to consider experience and age.

The variable affecting performance that ranks fourth is X21-People (interpersonal
skills). It shows a negative correlation to job performance. This skill is suitable for highly
interactive positions like reception, customer service, recruitment manager, tour guide,
Etc. The demand for such positions is relatively low in the fast fashion industry. Most
tasks are core business-related such as order development, procurement, production, and
handling abnormal events. Daily operations are fast-paced, and employees must respond
quickly to market opportunities. Competence in this skill may affect the pace of core
business. Therefore, it is reasonable that it shows a negative correlation.

X7-IQ (intelligence test score) affects performance that ranks fifth and positively
correlates to job performance. The intelligence test evaluates one’s ability to think, learn,
and adapt to the environment. Although intelligence test score is not one of the top three
variables affecting performance, it still plays an important role. The result is consistent
with McClelland [34]’s suggestion: Intelligence may be related to job performance, but
there is no absolute causality. It should consider other variables (e.g., gender, education,
personality, Etc.).

5.2. The critical variables of year two

It also can be seen from Table 5 that the first five critical variables to predict job
performance for year two are X30-OT, X32-Y1 Performance, X6-Grade, X1-Age, and X7-
IQ, respectively. Four of the variables are consistent with the variables in the first year.
Please refer to the explanation in the first year for the meaning of relevant variables. The
new variable is X32-Y1-Performance (performance in the first year), which ranks second.
Its direction indicates that previous job performance considerably impacts current job
performance.

The overall ranking and weight changes have significant implications. The first
ranking of the prediction models changed from X6-Grade in the first year to X30-OT
(overtime hours) in the second year. X6-Grade that previously ranked first fell to the
third-ranking. Also, X32-Y1-Performance becomes the second most influential variable.
It shows that work experience no longer plays the most critical variable, and its influence
on performance decreases. The most influential variables are job engagement (overtime)
and previous performance (Y1).

Besides X30-OT and X6-Grade, X1-Age and X7-IQ remain in the top five influential
variables. It shows that the year two model sustains the year one model, and the variables
are predictively stable. Apply these findings to the company’s practice. Suppose the new
employees have high engagement (overtime), relevant work experience, are relatively
young, have high intelligence test scores, and perform well in the first year. In that case,
the new employees will be more likely to perform well in the second year.

5.3. The critical variables of year three

The first five critical variables to predict job performance for year three are X9-
Continuative, X6-Grade, X1-Age, X34-Y2 Performance (performance in the second year),
and X7-IQ, which also can observe in Table 5. Four of the variables are consistent with
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the variables in the second year. They are X6-Grade, X1-Age, X34-Y2-Performance (note

that it is the performance in the previous year, the same meaning as X31-Y1-Performance

in year two), and X7-IQ. However, the ranking first changes to X9-Continuative (per-

sistence) and negatively correlates to job performance. Persistence is the degree of per-

severance in completing continuous and fixed tasks. High persistence also means low

flexibility. As the industry characteristics described above, the fast fashion industry is

constantly changing and involves many subjective decisions. At this point, employees

have joined the company for three years. They should be able to work and solve prob-

lems independently. The inability to solve problems flexibly will lead to more significant

problems. Therefore, high persistence is negatively correlated with performance.

Ranking 2 is X6-Grade. In general, the higher-grade employees this year were pro-

moted from lower grades in the first and second years. When combined with X34-Y2-

Performance, which ranks fourth, we find that employees who perform well and have

been promoted are more likely to perform well in the future, especially compared to

younger employees (X1-Age).

X7-IQ has been among the top five influential variables for three consecutive years.

It shows that it is an influential critical variable in the new employees’ short to medium

tenure (one to three years), consistent with McClelland [34]’s finding.

5.4. Comprehensive discussion of critical variables of all three years

From the above discussion of critical variables in year one to year three, we find

many recurring variables, namely X1-Age, X6-Grade, X7-IQ, and performance in the

previous year (X31-Y1 Performance, X34-Y2 Performance). The finding shows that

these variables have a long-term, stable predictive effect on performance. However, the

same variables have different implications in different years. For example, X6-Grade has

the most influence on performance in the first year; showing relevant work experience

of the new employees is essential. As the employees matured and the grade structure

changed in the second year, X30-OT and performance in the previous year became more

important. X30-OT is a critical variable affecting performance in the first and second

years, but it is no longer a variable affecting performance in the third year. It shows

that the new employees mainly were assistants in the early stage, and supervisors may

have focused more on attitude and engagement for performance appraisal. However,

when an employee has been in the company for three years, they should be able to work

independently and be fully responsible for their own responsibilities. At this time, the

focus of the supervisor’s performance evaluation on his work is not the number of overtime

hours but the degree to which the employee has fulfilled his responsibilities. Also, when

analyzing X6-Grade, X1-Age, and X7-IQ together, we can reasonably say that if the

company urgently needs short-term labor, those with relevant work experience should

be able to deliver quickly. However, in terms of mid- to long-term development, younger

people who have met the intelligence test requirement and have relevant professional

experience are the better fit. We presume that employees who perform well in the first

year and are highly engaged (X30-OT) are more likely to perform well in the future. The

company should invest more resources in these employees to maximize their performance.



PREDICTION OF DYNAMIC JOB PERFORMANCE IN HUMAN RESOURCE MANAGEMENT 349

Variables related to personality and ability include X10-Continuative, ranking first
in the third year, and X21-People, ranking fourth in the first year. We suggest the case
company discuss in depth the key personality and abilities suitable for its tasks and apply
them to the management and performance appraisal of new employees. If doing so, the
case company can achieve person-organization fit and increase employees’ organizational
commitment and task performance (Kristof-Brown et al. [31]). Preventing competent
employees from leaving due to managerial issues or short-term difficulty adapting will
affect the company’s long-term cultivation of employees.

Lastly, the variable selection and changes of critical variables in three years show that
the growth of new employees is a dynamic process. The single static prediction model
cannot effectively explain the changes in this dynamic process, showing that previous
static prediction models are insufficient. The results of this study should compensate for
the shortcomings of these models. This finding is also consistent with the viewpoint of
Bieńkowska and Tworek [11] that employees’ dynamic capabilities (EDC) are important
factors influencing job performance. In this study, some critical variables are essential
from year one to year three (grade, age, intelligence, and performance in the previous
year). It means that the company should consider these variables first upon hiring.
Some of the variables changed within the three years, showing the predictive variables
of performance change with the employees’ stage of development. The company should
pay more attention to this issue and adjust its short-, medium-, and long-term labor
demand and development plans. The results can be used for recruitment and employee
development, training, compensation, and resource allocation.

6. Conclusion

This study combines the two disciplines of human resources and data mining and
proposes a hybrid data mining scheme for job performance prediction. We collect three
years of data and adopt two variable selection methods and five data mining techniques
to construct job performance prediction models of the human resource domain for the
fast fashion industry. We identify the critical variables affecting the job performance
of new employees through a discussion of the prediction models in three years. We
find that relevant critical variables are dynamic and have a different impact. Also,
the knowledge extracted in this study is helpful for practice. Unlike static research,
the company can continuously use this method in the actual operation in the future.
Through the hybrid data mining scheme, we can understand the changes in essential
variables affecting employees’ job performance and adjust human resources strategies to
response the changes in the external business environment, increase the value of human
resources, and help the company to build sustainable competitive advantages.

This study has some limitations. First, this study is a case study centered on the
evaluation process of model development and discussion of the knowledge extracted, and
the results may not apply to other industries or companies. The second limitation con-
cerns data comprehensiveness. We could not collect all the data on performance. If
future studies can achieve data comprehensiveness, the prediction models and implica-
tions for management should be more valuable. Lastly, this study does not use all the
variable selection methods and algorithms applicable to model development. Therefore,
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the results of this study are the best model among the five data mining techniques used
and cannot represent the best model among all the mining techniques. Future studies

can evaluate these effects, which should increase the value of the research.
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[11] Bieńkowska, A., and Tworek, K. (2020). Job Performance Model Based on Employees’ Dynamic

Capabilities (EDC ), Sustainability, Vol.12, 2250.

[12] Borman, W. C. and Motowidlo, S. M. (1993). Expanding The Criterion Domain to Include Elements

of Contextual Performance, Jossey-Bass, In N. Schmitt, W. C. Borman, and Associates, Personnel

Selection in Organization., San Francisco.

[13] Breiman, L. (2001). Random Forests, Machine Learning, Vol.45, 5-32.

[14] Campbell, J. P. (1990). Modeling The Performance Prediction Problem in Industrial and Organi-

zational Psychology, In Handbook of Industrial and Organizational Psychology, Vol.1, 2nd ed., pp

687-732, Consulting Psychologists Press, Palo Alto, CA, US.

[15] Christopher, M., Lowson, R. and Peck, H. (2004). Creating Agile Supply Chains in The Fashion

Industry, International Journal of Retail Distribution Management, Vol.32, 367-376

[16] Delaney, J. T. and Huselid, M. A. (1996). The Impact of Human Resource Management Practices

on Perceptions of Organizational Performance, Academy of Management Journal, Vol.39, 949-969.

[17] Delgado-Gómez, D., Aguado, D., Lopez-Castroman, J., Santacruz, C. and Arts-Rodriguez, A.

(2011). Improving Sale Performance Prediction Using Support Vector Machines, Expert Systems

with Applications, Vol.38, 5129-5132.

[18] Festinger, L. (1957). A theory of Cognitive Dissonance, Vol.2, Stanford university press.



PREDICTION OF DYNAMIC JOB PERFORMANCE IN HUMAN RESOURCE MANAGEMENT 351

[19] Festinger, L., and Aronson, E. (1960). The Arousal and Reduction of Dissonance in Social Contexts,
Group dynamics, 214-231.

[20] Friedman, J., Hastie, T. and Tibshirani, R. (2010). Regularization Paths for Generalized Linear

Models via Coordinate Descent, J. Stat. Softw, Vol.33, 1-22.

[21] Goto, K. and Endo, T. (2014). Upgrading, Relocating, Informalising? Local Strategies in The Era of

Globalisation: The Thai Garment Industry, Journal of Contemporary Asia, Vol.44, 1-18.

[22] Hastie, T., Tibshirani, R. and Wainwright, M. (2015). Statistical Learning with Sparsity: The Lasso
and Generalizations, CRC Press, Boca Raton, FL, USA.

[23] Hoerl, A. E. and Kennard, R. W. (1970). Ridge Regression: Biased Estimation for Nonorthogonal

Problems, Technometrics, Vol.12, 55-67.

[24] Homans, G. C. (1958). Social Behavior as Exchange, American journal of sociology, Vol.63, 597-606.

[25] Hong, W.-C. (2011). Traffic Flow Forecasting by Seasonal SVR with Chaotic Simulated Annealing

Algorithm, Neurocomputing, Vol.74, 2096-2107.

[26] Honglei, Z. (2009). Fuzzy Evaluation on The Performance of Human Resources Management of

Commercial Banks Based on Improved Algorithm, In 2009 2nd International Conference on Power
Electronics and Intelligent Transportation System (PEITS), 214-218.

[27] Judiesch, M. K., and Lyness, K. S. (1999). Left Behind? The Impact of Leaves of Absence on

Managers’ Career Success, Academy of Management Journal, Vol.42, 641-651.

[28] Kim, J., Lee, J. and Park, M. (2022). Identification of Smartwatch-Collected Lifelog Variables Af-

fecting Body Mass Index in Middle-Aged People Using Regression Machine Learning Algorithms and

SHapley Additive Explanations, Applied Sciences, Vol.12, 3819.

[29] Kim, K.-j. (2003). Financial Time Series Forecasting Using Support Vector Machines, Neurocom-
puting, Vol.55, 307-319.

[30] Koike, A. and Takagi, T. (2004). Prediction of Protein-Protein Interaction Sites Using Support

Vector Machines, Protein Engineering, Design and Selection, Vol.17, 165-173.

[31] Kristof-Brown, A. L., Zimmerman, R. D. and Johnson, E. C. (2005). Consequences of Individuals’

Fit at Work: A Meta-Analysis of Person-Job, Person-Organization, Person-Group, and Person-
Supervisor Fit., Personnel Psychology, Vol.58, 281-342.

[32] Kwon, S., Lee, S., and Na, O. (2017). Tuning Parameter Selection for The Adaptive LASSO in The

Autoregressive Model, Journal of the Korean Statistical Society, Vol.46, 285-297.

[33] Liu, C.-H., Tsai, C.-F., Sue, K.-L. and Huang, M.-W. (2020). The Feature Selection Effect on Missing

Value Imputation of Medical Datasets, Applied Sciences, Vol.10, 2344.

[34] McClelland, D. C. (1993). Intelligence Is Not the Best Predictor of Job Performance, Current Di-
rections in Psychological Science, Vol.2, 5-6.

[35] Murphy, K. R. and Cleveland, J. N. (1995). Understanding Performance Apraisal: Social, Organi-
zational, and Goal-Based Perspectives, Sage.

[36] Nevis, E. C., DiBella, A. J., and Gould, J. M. (1995). Understanding Organizations as Learning

Systems, Sloan Management Review, Vol.36, 73-85.

[37] Ng, T. W. H. and Feldman, D. C. (2009). How Broadly Does Education Contribute To Job Perfor-

mance?, Personnel Psychology, Vol.62, 89-134.

[38] Noe, R. A., Hollenbeck, J. R., Gerhart, B. and Wright, P. M. (2017). Human Resource Management:
Gaining a competitive advantage, McGraw-Hill Education New York, NY.

[39] Ogutu, J. O., Schulz-Streeck, T. and Piepho, H.-P. (2012). Genomic Selection Using Regularized

Linear Regression Models: Ridge Regression, Lasso, Elastic Net And Their Extensions, BMC Pro-
ceedings, Vol.6, S10.
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